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The effects of chemical heat release on the large-scale structure in a chemically 
reacting, turbulent mixing layer are investigated using direct numerical simulations. 
Three-dimensional, time-dependent simulations are performed for a binary, single- 
step chemical reaction occurring across a temporally developing turbulent mixing 
layer. It is found that moderate heat release slows the development of the large-scale 
structures and shifts their wavelengths to larger scales. The resulting entrainment of 
reactants is reduced, decreasing the overall chemical product formation rate. The 
simulation results are interpreted in terms of turbulence energetics, vorticity 
dynamics, and stability theory. The baroclinic torque and thermal expansion in the 
mixing layer produce changes in the flame vortex structure that result in more 
diffuse vortices than in the constant-density case, resulting in lower rotation rates of 
the large-scale structures. Previously unexplained anomalies observed in the mean 
velocity profiles of reacting jets and mixing layers are shown to result from vorticity 
generation by baroclinic torques. 

1. Introduction 
Many chemically reacting flows are turbulent and are characterized by large 

amounts of energy release, resulting in large density changes. If the Damkohler 
number of the flow is large (fast chemistry), the reaction rate will be controlled by 
molecular diffusion and fluid dynamical mixing. Properly treating the turbulent 
behaviour is then an essential part of any predictive method for this type of flow. In 
a diffusion flame within a turbulent mixing layer, for example, product formation 
is augmented by the stretching and wrinkling of the reaction zone. A highly strained 
flow field develops, which increases the area of the reaction surface and produces an 
increased diffusion of reactants to this zone. For reactions that are accompanied by 
large amounts of heat release, the fluid dynamics will be coupled to the chemistry 
through the non-homogeneous density field that results. The objective of this work 
is to investigate the effects of exothermic chemical reactions on the turbulent flow 
field and to explain these effects through an examination of the physical mechanisms 
that are involved. 

To study this problem, direct numerical simulations of two- and three-dimensional 
turbulent mixing layers have been performed. An exothermic chemical reaction 
between initially unmixed chemical species contained in the two feed streams is 
included. A mixing layer is formed when two initially separated parallel flowing fluids 
of different velocities come into contact and mix (figure 1). The somewhat idealized 
free-shear flow without heat release has been extensively studied and has proven 
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very useful in understanding turbulent flows. Laboratory experiments have shown 
that, at  least in its early stages, the turbulent mixing layer is dominated by large- 
scale, quasi-two-dimensional vortices (Brown & Roshko 1974), with the growth of 
the mixing layer dominated by the pairing of these vortices (Winant & Browand 
1974). Two-dimensional simulations have been shown to accurately portray the 
characteristic large-scale rollup and vortex-pairing processes (for example, Riley & 
Metcalfe 1980b; Aref & Siggia 1980; Patnaik, Sherman & Corcos 1976; Acton 1976). 
Implications of heat-releasing chemistry on this process can thus be addressed with 
two-dimensional simulations. Because all turbulent flows are inherently three- 
dimensional, some potentially important physics will be lost by restricting the 
simulations to two spatial dimensions. For example, secondary instabilities can 
develop into streamwise vortices or 'ribs' (Bernal 1981), which can increase mixing 
and enhance product formation. Three-dimensional simulations are necessary to 
study this type of behaviour and to realistically treat the turbulent behaviour of the 
flow. 

There has been much work in the area of turbulent reacting flows with the 
objective of understanding the effects of the fluid dynamics on mixing and on 
reaction rates. A number of experiments have been performed on chemically reacting 
constant-density mixing layers to study the process of mixing and entrainment 
(Konrad 1976; Breidenthal 1981 ; Koochesfahani 1984; Mungal & Dimotakis 1984; 
Masutani 1985; Lasherits, Cho & Maxworthy 1986). In these experiments the 
chemistry had no influence on the development of the velocity field owing to the 
small amount of heat released. The results of these studies consistently showed that 
chemical-reaction products were concentrated in large, spanwise-coherent structures 
that, at  least initially, dominate the turbulent transport. In addition, three- 
dimensional effects were present and found to be important. Breidenthal noted a 
significant increase in product formation rate coinciding with the development of 
three-dimensional motions in the flow. The experiments of Lasheras et al. investigated 
the origin and development of three-dimensional streamwise vorticity and showed 
that it substantially contributed to the entrainment process in the early stages of 
mixing-layer development. 

Previous direct numerical simulations of a temporally evolving, incompressible 
reacting mixing layer (Riley, Metcalfe & Orszag 1986) focused on how the turbulent 
flow field affects the transport of chemical species. The simplified problem of a 
temperature-independent, single-step, chemical reaction without heat release was 

FIGURE 1 .  A schematic of the spatially developing mixing layer. Dots represent areas of vorticity 
concentration. 
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used. This work has given physical insight into how vortex rollup and three- 
dimensional turbulence affect the chemical reaction. Despite the approximations 
used in the simulations, comparisons of these results with laboratory data have led 
to an increased confidence in the application of the direct numerical simulation 
methodology to chemically reacting flows. Givi, Jou & Metcalfe (1986) performed 
simulations of a temporally evolving reacting mixing layer and modelled the reaction 
rate with a more realistic one-step Arrhenius model. This model allowed them to 
study the effects of strain on the extinction of the flame. Their simulations showed 
that high strain rates are generated in the braids between adjacent vortices and that 
extinction can occur in these high-strain regions, in agreement with earlier 
asymptotic studies (Peters 1983). A constant-density flow was assumed so there was 
no influence of the chemistry on the velocity field. 

Experimental studies undertaken to specifically investigate effects of heat release 
in turbulent reacting mixing layers have been performed by Wallace (1981) and 
Hermanson (1985). Wallace used a nitric oxide-ozone reaction to attain temperature 
rises of 400 K. Hermanson used a hydrogen-fluorine reaction to produce temperature 
rises to 940 K. Large-scale structures were observed to persist over these temperature 
ranges. All results obtained in these experiments indicated that the heat release 
resulted in a slower growth rate of the layer and a decrease in the total amount of 
mass entrained into the layer. Hermanson suggested that the decrease in mass 
entrainment could be attributed to a reduction in the turbulent shear stresses that 
were observed in the high-heat-release experiments. In both sets of experiments the 
streamwise pressure gradients were small. Hermanson performed additional 
experiments while imposing a favourable streamwise pressure gradient. These 
experiments showed an additional thinning of the layer. 

Higher-heat-release experiments have been performed by Keller & Daily ( 1985), 
although under conditions different than in the experiments of Wallace and 
Hermanson. Cold premixed reactants carried in a high-velocity stream were ignited 
by hot, low-density combustion products which were in the low-speed stream. Results 
were reported for a range of equivalence ratios. In  these experiments a large, 
favourable pressure gradient existed in the streamwise direction. The mixing-layer 
thickness was observed to increase with increasing heat release, a result different 
from what Hermanson and Wallace reported in their experiments with a diffusion- 
limited reaction and uniform upstream density. The thickening of the layer with heat 
release was attributed to the downstream acceleration of the low-speed, low-density 
fluid. Large-scale, two-dimensional vortices were again observed to persist over all 
heat-release ranges. 

Visual studies of diffusion flames in jets (Whol, Gazley & Kapp 1949; Hottel & 
Hawthorne 1953; Takeno & Kotani 1975) have shown that the existence of flames 
(heat release) retards the transition from laminar to turbulent flow. More recent 
schlieren photographs of cold jets and attached jet flames by Savag & Gollahalli 
(1986) and Gollahalli et al. (1986) clearly show the coherent structures near the jet 
exit are suppressed in the presence of flames. Turbulence measurements by Takagi, 
Shin & Ishio (1980) and Yule et al. (1981) show lower turbulence levels near the exit 
in jets with flames and an increase in turbulence downstream. Velocity profiles are 
steeper in the heat-release runs and Yule et al. report humps (more than one inflexion 
point) in the profiles that are not seen in the profiles for cold jets. Also, the 
frequencies of the most energetic instabilities (vortices at the fuel-air interface) were 
observed to decrease as heat release increased. 

Numerical studies directed at  isolating effects of heat release in reacting flows were 
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initiated by McMurtry et al. (1986) by performing direct numerical simulations of a 
two-dimensional temporally growing mixing layer undergoing exothermic chemical 
reactions. A low-Mach-number approximation was used which allowed the study of 
density change effects while eliminating the numerical stability requirements for 
computing the high-frequency acoustic waves. Although a temperature-independent 
reaction rate was employed, the fluid dynamics and chemistry were truly coupled in 
this work. The action of the baroclinic torque and thermal expansion was analysed 
to  interpret the effects of heat release on the flow observed in the simulations and also 
in the experiments of Wallace and Hermanson. 

Some theoretical work performed by Marble & Broadwell (1977) and Karagozian 
(1982) was helpful in interpreting the results of our simulations. Marble & Broadwell 
studied the deformation of a constant-density diffusion flame by turbulent motions. 
Karagozian examined the deformation of laminar diffusion flames in the flow field of 
two- and three-dimensional vortex structures, and also studied the effects of heat 
release on a laminar diffusion flame interacting with an inviscid vortex. The presence 
of density changes in the core caused the entire flow field to  be shifted radially 
outward. The braids, or ‘flame arms’ of the vortex were thus translated to a region 
of lower total straining (further from the point where the vortex was imposed), 
reducing the rate at which reactants were consumed by the flame. 

These previous investigations have demonstrated that there can be a very 
significant influence of combustion on the velocity field in reacting flows. The 
objective in our work is to use the simulation results of full three-dimensional 
chemically reacting mixing layers to  better understand the mechanisms that produce 
these observed heat-release effects. 

2. Methodology 
Performing numerical studies specifically directed a t  investigating the basic 

interactions between the chemistry and the fluid dynamics calls for an approach in 
which the fundamental physical processes are an inherent part of the methodology. 
The approach used in this work is termed direct numerical simulation and involves 
solving the three-dimensional, time-dependent governing equations for the detailed 
development of the flow field (including the chemistry). This method of studying the 
nature and physics of turbulent flows was developed by Orszag & Patterson (1972) 
and was first applied to homogeneous turbulence. This technique uses no closure 
modelling so that no assumptions are made pertaining to the turbulent behaviour of 
the fluid. Direct numerical simulations can supplement laboratory experiments well 
and have the advantage that they can give much more detailed information about 
the flow, since the entire flow field -is known at every time step. In  particular, 
properties that are difficult or impossible to measure experimentally can often be 
obtained and studied in the simulations. In  addition, initial conditions are easily 
controlled, and flow-field parameters can readily be varied to  study their effect on the 
flow. Unfortunately, computer time and storage requirements limit the range of 
temporal and spatial scales that can be resolved, restricting full simulation to flows 
with moderate Reynolds and Damkohler numbers (although the latter limitation can 
be removed using a conserved scalar in the infinite-reaction-rate limit). 

Because most laboratory experiments have been performed a t  higher Reynolds 
and Damkohler numbers than we are able to  fully simulate numerically (owing to 
resolution limitations), it is not possible to precisely predict and quantitatively 
reproduce all details seen in laboratory experiments. However, the Reynolds number 
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imposed in our simulations is sufficiently high that the flow is turbulent (see $7),  and 
many features observed in experiments also occur at the lower Reynolds numbers in 
our simulations. The simulations therefore provide a means to carefully examine the 
dynamics and evolution of these phenomena. Direct numerical simulation has been 
applied successfully in many recent studies of fluid dynamics. Reviews and examples 
of previous work addressing general turbulent flows can be found in Rogallo & Moin 
(1984), while a review of the application to reacting flows is contained in Jou & Ziley 
( 1989). 

3. Numerical method 
The results presented in the following sections are obtained from numerical 

simulations of a temporally growing mixing layer. This is not the same flow as the 
spatially developing layer that is usually studied experimentally, but is similar if the 
spatial layer is observed in a reference frame moving at the mean velocity. By 
studying a temporally growing layer, the requirement of specifying inflow-outflow 
boundary conditions, which are difficult to correctly implement for the spatial layer, 
is avoided. Furthermore, the amount of computer resources needed to obtain 
equivalent resolution is significantly greater for the spatially growing layer (Lowrey 
& Reynolds 1986). Because there are many dynamical features common to the two 
mixing layers (Metcalfe et al. 1987), a study of a temporal mixing layer can reveal 
important information about the spatial layer. Differences do, however, exist 
between these two flows. In the spatially developing layer, events that occur 
downstream can induce changes in the flow field upstream whereas in the temporally 
growing layer obviously no event can effect the flow at previous times. Also, the 
spatially developing layer has no symmetries around any spanwise axis so that 
entrainment rates of fluid into the layer from the two streams will not necessarily be 
the same. These differences between the spatial and temporal mixing layer, and 
others are discussed in detail by Corcos & Sherman (1984) and Dimotakis (1986). As 
pointed out by Riley & Metcalfe (1980b)) exact agreement is only expected in the 
limit as the velocity difference across the layer becomes small. 

In the temporally developing mixing layer studied here, periodic boundary 
conditions are applied in the streamwise (2) and spanwise ( z )  directions. In the 
transverse (y ) direction, a free-slip, adiabatic boundary condition is applied. With 
these boundary conditions, very accurate pseudospectral (collocation) numerical 
methods can be efficiently implemented (see Gottlieb & Orszag 1977 and Canuto 
et al. 1988 for a description of these methods). All dependent variables are expanded 
in Fourier series in the streamwise and spanwise directions. In the transverse 
direction a Fourier cosine series is used for all dependent variables except for the 
transverse velocity component, v, which is expanded in a Fourier sine series. Spatial 
derivatives are then computed by differentiating the series term by term. A second- 
order-accurate Adams-Bashforth time-stepping scheme is used to advance the 
equations in time. 

The pseudospectral technique as implemented here exhibits very small phase 
errors and numerical diffusion compared to finite-difference techniques. The 
numerical errors are truncation errors due to the finite wavenumber cutoff and time- 
stepping errors. Care has been taken to minimize these errors by using small time 
steps and adjusting transport coefficients (viscosity, molecular-diffusion coefficients) 
to be large enough to ensure accurate resolution. The lack of phase and diffusion 
errors is a very desirable property in simulations of reacting flows, where steep 
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gradients of reacting species can develop and where reaction rates are controlled by 
molecular diffusion. Truncation errors can become significant however, if gradients 
become too steep. A series of numerical experiments performed to assess the accuracy 
of the pseudospectral method in treating reacting flows is described by Riley et al. 
( 1986). 

4. Flow-field initialization 
The computational domain for the simulations is chosen to be large enough to 

contain the most unstable mode and its subharmonic (as determined from linear 
stability theory for an incompressible flow (Michalke 1964)). The velocity field is 
initialized by adding a hyperbolic tangent velocity profile (figure 2) to a low- 
amplitude, three-dimensional, spectrally broadbanded background perturbation. To 
specify the background perturbation we use a method similar to that introduced by 
Orszag & Pao (1974) and discussed in detail in Riley & Metcalfe (1980~).  Energy is 
assigned to each wavenumber component as specified by a selected three-dimensional 
energy spectrum. A random phase is then given to each component which results in 
a random velocity field with a specified energy spectrum. Simulations performed 
using various initial energy spectra, including white noise, indicated that the actual 
shape of the initial spectrum is not critical as long as energy is contained in a fairly 
wide range of wavenumbers. The spectrum used to initialize the turbulence in these 
simulations is given by 

This is a fairly broadbanded, isotropic spectrum. A is the integral lengthscale, k is the 
wavenumber magnitude, and eSd is a coefficient that determines the level of the 
perturbation. The velocity field which has this spectrum is then multiplied by a ‘form 
function ’ in physical space to give a turbulence intensity profile characteristic of 
mixing layers (Riley & Metcalfe 1980b). For simulations that start with a low enough 
initial amplitude, the most unstable frequencies will be selectively amplified. 

The chemical reactant fields are initially one-dimensional and are given by the 
following functional relationships : 

Here 6 is a value by which the two species fields have been offset so that there is 
initially only a small region of overlap between the two (figure 2). These functions are 
easily resolvable using spectral methods and are not unlike those measured 
experimentally just downstream of the splitter plate in laboratory experiments. The 
particular chemical reaction used is the single step, irreversible reaction 

C ,  +C, + Products + Heat. 

The reaction is a function only of the reactant concentrations and does not depend 
on temperature. Although some important features of real reacting flows are lost 
with this simple reaction, many important features of the effects of energy release on 
the dynamics of the flow can still be studied. 
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FIGURE 2. Initial (a) mean velocity and (b) mean chemical species profiles across the mixing 
layer. 

5. Low-Mach-number approximation 
To solve for the development of the flow field, a set of approximate equations valid 

for low-Mach-number flows (exact in the zero-Mach-number limit) is utilized. This 
approximation has previously been presented, in various forms, by Rehm & Beum 
(1978), Sivashinsky (1979), Buckmaster (1985), Majda &, Sethian (1985), and 
McMurtry et al. (1986). The basic idea behind this approximation is that, for low- 
Mach-number flows, the acoustic waves generated by the turbulence and the 
combustion process have a much higher frequency and much faster propagation 
velocity than the motions characterizing convection processes. In addition, the 
energy in the acoustic waves is small compared both with the energy of the fluid 
convection velocity and to the thermodynamic internal energy. In the asymptotic 
limit as the Mach number goes to zero, the speed of sound becomes infinite and any 
disturbances in thermodynamic pressure will be felt instantaneously throughout the 
fluid. This approximation allows one to study effects of density changes due to heat 
release while filtering out the acoustic waves, thereby avoiding the numerhal 
stability problems and resolution difficulties associated with computing acoustic- 
wave propagation. 

Starting with the exact non-dimensional equations of combustion gas dynamics, 
then expanding each of the dependent variables in power series in the Mach number 
squared and equating coefficients of each power of the Mach number to zero, a set of 
ordered approximate equations is obtained. In this work, the equations solved 
include conservation equations for mass, momentum, energy, chemical species, and 
an equation of state. In  the limit of zero Mach number, these equations take the 
following non-dimensional form (see McMurtry et al. 1986 for a detailed discussion and 
derivation of these equations) : 
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The momentum equation, to the lowest order ( l b )  simply imposes the spatial 
uniformity of the thermodynamic pressure p(O). To complete the description of the 
velocity field the first-order momentum equation must also be retained, and is given 

The non-dimensional parameters appearing in these equations are the Damkohler 
number, Da = k,Co L,/U,, PBclet number, Pe = L,C,/D,, and Reynolds number, 
Re = U, L , /v .  The parameter Ce, a non-dimensional number characterizing the 
amount of heat release, is given by Ce = C, A H l p ,  C, To. 

Do, v, C,, po and To are the free-stream molecular diffusivity, kinematic viscosity, 
chemical species concentration per unit volume, density, and temperature. U, is the 
velocity difference across the layer, AH is the heat of reaction, k,  is the reaction rate 
frequency, and C, is the specific heat at constant volume. For computational 
convenience, the length-scale Lo is chosen such that the non-dimensional wavelength 
of the most unstable mode (see 94) is 27r(2x = h/L,, where h is the dimensional 
wavelength). Time is non-dimensionalized by L,/U,. Other variables appearing in 
( 1  a-f) include R,, the reaction rate of the i th species, R,, the rate of generation of 
product, and q, the heat flux vector. 

The distinction between the two pressures that appear, pC0)  and p( l ) ,  is essential 
both from a theoretical point of view and in the numerical solution procedure. The 
thermodynamic pressure, p(O), is constant in space, but may vary in time owing to 
heat addition. p( l )  is the dynamic pressure associated with the fluid motion and does 
not participate directly in thermodynamic processes. 

These equations have previously been successfully applied to a two-dimensional 
problem (McMurtry et al. 1986). In  that work, simulation results obtained using the 
exact compressible equations of motion with a free-stream Mach number of 0.2 were 
compared with simulation results using the low (zero)-Mach-number approximation. 
The impressive agreement between the two simulations confirmed the validity of the 
approximation in studying this type of flow. Other details of the numerical solution 
procedure are discussed elsewhere (McMurtry 1987). 

6. Summary of approximations 
The following is a summary of the major simplifications and approximations used 

in the numerical simulations. 
(i) Low-Mach-number approximation. To ease stability requirements in the 

numerical calculations the low-Mach-number approximation is used. This allows 
acoustic waves to be filtered out of the equations. The validity of the approximation 
has been illustrated for these simulations by McMurtry et al. (1986) by comparing 
results obtained using the complete set of fully compressible flow equations with the 
results from the equations obtained from the low-Mach-number approximation. 

(ii) Temporally developing mixing layer. The simulations are of a mixing layer 
that develops in time and is periodic in the streamwise and spanwise directions. As 
pointed out earlier, this is not the same flow as the spatially growing layer that  is 
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usually encountered in practice. However, many dynamic similarities exist between 
the two so the temporally growing case is of relevance. Also, a more efficient and 
accurate computer code can be written for the temporally growing mixing layer for 
a given amount of computer resources. 

(iii) Simple chemistry. A single step, irreversible reaction of the type A +  €3 --f 

Products+Heat is used. The reaction is taken to be a function only of the reactant 
concentrations and does not depend on temperature. This chemical reaction is highly 
idealized, but allows the effects of chemical energy release in the flow to be 
studied. 

(iv) Constant transport coefficients. The viscosity, thermal and molecular 
diffusivities, and the specific heats are taken to be temperature-independent 
constants. Again, this is not a realistic feature of general combusting flows, but, in 
addition to simplifying matters from a numerical point of view, it allows other effects 
on the flow to be isolated and studied in a simpler environment. 

(v) Moderate heat release. This restriction is necessary to ensure the validity of the 
low-Mach-number approximation and can be understood by balancing terms in the 
exact, non-dimensional equations of motion (McMurtry et al. 1986). The condition 
that must be satisfied is Dace = o(1). If Dace 4 1, the equations will be valid, but 
the physics is uninteresting. On the other hand, additional terms must be kept in the 
expansion ifDaCe 4 1. This does not, however, exclude fast chemistry. In the limit 
of infinite reaction rate, the overall heat generation and product formation can 
remain o(l) ,  since the concentration of reactants in the reaction zone become 
vanishingly small. 

(vi) Finite wavenumber cutoff. The computations to be discussed in the following 
section were performed on a computational grid consisting of 64 x 65 x 64 nodes. In 
the transformation to the wavenumber space this corresponds to computing the 
interactions of wavelengths consisting of wavenumbers k,, k,, k, = -32 to 32, where 
k,, k,, k, are the wavenumber vector components in the three coordinate directions. 

7. Simulation results 
Results are reported from simulations for two different values of the heat release 

parameter Ce:  one with no heat release (Ce = 0, run l), and the other giving a 
maximum density decrease of approximately p/po = 0.5 (Ce = 5 ,  run 2). These two 
simulations employ exactly the same initial velocity and species concentration 
fields. Other important non-dimensional parameters are the Reynolds, Pdclet, and 
Damkohler numbers with values of 500, 500 and 2, respectively (defined in $5). The 
initial turbulence intensity was 4 % of the velocity difference across the mixing layer. 
Additional simulations have been run using different random initial conditions. The 
results presented here are representative of all these runs. 

Higher-heat-release cases than are presented here can be run, but, since the 
boundary conditions used here imply constant-volume combustion, the background 
pressure rises with time. Test cases with a computational domain twice as large in the 
transverse ( y )  direction were performed to verify that pressure rise effects due to the 
presence of the boundaries were not significant for the values of the parameters 
studied here. 

Some aspects of the nature of the flow can be seen in a three-dimensional 
perspective plot of the total vorticity. In  figure 3 surfaces having a value of 50 % of 
the maximum of the sum of the absolute values of all three vorticity components are 
plotted ( I w , ~  + lwyl + I W , ~  = constant). This is a result from run 1 (initial random 



306 P.  A .  McMurtry, J .  J .  Riley and R. W .  Metcalfe 

FIGURE 3. Magnitude of total vorticity, run 1 ,  constant-density calculation. Surface plotted is 50 % 
of the maximum vorticity level. Counter-rotating streamwise-oriented vorticity is characterized by 
the ‘tubes ’ aligned in the x-direction. 

velocity perturbations, no heat release). Clearly evident is the approximately two- 
dimensional spanwise vorticity structure associated with the rolling up of the mixing 
layer. These structures produce a stretching and wrinkling of the reaction interface 
that can lead to enhanced product formation (Riley et al. 1986; McMurtry et al. 
1986). In addition, tubes aligned in the streamwise direction are also apparent. These 
structures, first observed by Konrad (1976) as streamwise streaks in a plan view of 
a gaseous mixing layer, were recognized to be counter-rotating vortices (Bernall981 ; 
Breidenthal 1981) and were subsequently modelled by Lin & Corcos (1984) and 
Pierrehumbert & Widnall (1982). The nature and evolution of these structures has 
since been studied in detail in the laboratory by Lasheras et al. (1986) and 
numerically by Metcalfe et al. (1987) and Ashurst & Meiburg (1988). The effect of 
these structures on the flow field is to induce a velocity field that acts to pump fluid 
between the two layers, thereby further convoluting the reaction interface. This 
tends to increase mixing between the two streams and enhance chemical reactions. 
One purpose of this work was to examine the influence of heat release on these 
processes and to study the influence this has on the product formation rate. 

The effect of heat release on the chemical product formation for runs 1 and 2 is 
shown in figure 4, where the total product, i.e. the product concentration integrated 
over the entire computational domain 

is plotted as a function of time. In  agreement with previous two-dimensional results 
(McMurtry et al. 1986), the total product is seen to be lower for the case with heat 
release. Since the local instantaneous reaction rate is proportional to the product of 
the local species concentrations, this indicates that one effect of the heat release has 
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FIQURE 4. Total product formation as a function of time, run 1 (no heat release), run 2 (heat 
release). Curve plotted is the volume-averaged product mass fraction. 
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YlL, 
FIQURE 5.  Velocity profile, run 1 (no heat release), run 2 (heat release), t = 72. 

been to reduce the total amount of mixing between the two streams. An increase in 
the rate of product formation is seen to occur at  about a time of 30 in the constant- 
density case (run 1) and at a time of 45 in the heat-release case. In both cases, this 
is due to the engulfment of fluid due to the rollup of the large-scale structures. 

One measure of the layer growth is the vorticity thickness, defined as the ratio of 
the maximum velocity difference across the layer to the maximum slope of the mean 
velocity profile. The mean velocity profiles for runs 1 and 2 (figure 5) a t  a time of 72 
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show a steeper profile for the heat release runs, indicating a slower rate of the layer 
growth. (Mean quantities are obtained by averaging over horizontal planes.) Note 
also the slight overshoot in the velocity profile that occurs in the heat-release run. 
These observations are similar to those obtained from previous two-dimensional 
calculations by McMurtry el aZ. (1986), which were initialized by adding the most 
unstable mode and its subharmonic to the mean flow. The overshoot in the velocity 
profile is not as pronounced in the three-dimensional simulations as in the two- 
dimensional ones. This is because of greater spanwise variation and lack of coherence 
that exists in the three-dimensional simulations. These overshoots Seen in the 
velocity profile are similar to those observed in the jet flame experiments of Yule 
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FIGURE 8. Contours of reacting-species concentration in one (2, y)-plane, no heat release. 
(a) t = 48; (a) t = 72. Contour level from 0 to 1.0. 

et al. (1981) and have also been observed in reacting mixing layer experiments 
(M. G. Mungal 1986 and J. Hermanson 1986 private communications). 

Plots of the vorticity thickness and velocity half-width (the late-a1 distance from 
the centreline of the mixing layer to the location where the average streamwise 
velocity component attains one half of its free-stream value) as a function of time 
reveal another interesting feature (figures 6 and 7). Initially, the growth of the layer 
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FIQURE 9. Contours of reacting-species concentration in one (2, y)-plane, with heat release. 
(a) t = 48; (b)  t = 72. Contour level from 0 to 1.0. 

given by these two measures is slightly greater in the heat-release case ; this is true 
up to a time of about 30. At later times the layer thickness is less in the heat-release 
runs. The initial increase in the layer growth rate is a result of thermal expansion, 
which shifts the flow field in the vicinity of the reaction zone outward. Explanations 
for the smaller thickness seen in the heat-release runs at the later times are given in 
$10. 
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FIGURE 10. Contours of reacting-species concentration in the (y, 2)-plane (plane perpendicular to 
mean flow), t = 72, contour level from 0 to 1.0. (a) No heat release; (b )  with heat release. 

A direct visualization of the chemical reactant fields further reveals some of these 
heat-release effects on the flow. Figures 8 and 9 are contour plots of one of the 
evolving chemical-species fields at the spenwise location z = 0. (This is one plane cut 
out of the three-dimensional flow field.) The large coherent structures in the flow are 
still apparent in the heat-release case. The initial rollup, however, appears to be 
inhibited as can be seen by a comparison between figures 8 (a)  and 9 (a) .  The three- 
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dimensionality of the flow field is apparent in two-dimensional contour plots taken 
from cuts at different streamwise locations in the plane perpendicular to the mean 
flow. A (y, 2)-plane through the core of the two-dimensional spanwise vortex is shown 
in figure 10. The mean flow direction is out of the page in the top half of the figure 
and into the page in the bottom half. Figure 10(a) is from the constant-density, no 
heat-release case while figure 10(b)  is at  the same location but for the heat-release 
case. The reactant field is clearly much less contorted in the heat-release case, 
indicating a stabilizing effect of heat release on the three-dimensional structures in 
the flow. This gives less surface area across which the chemical species can diffuse, 
resulting in part in the lower chemical-product formation rate seen in figure 4. 

To summarize, the most obvious macroscopic effects of heat release on the mixing- 
layer dynamics revealed in these numerical simulations are a decrease in the product 
formation rate and, after a small initial increase, a decrease in the layer growth rate. 
These results are qualitatively similar to those obtained experimentally by Wallace 
(1981) and Hermanson (1985), and are consequences of lower rates of fluid 
entrainment into the mixing region when exothermic chemical reactions occur. In 
the following sections physical mechanisms responsible for these observations are 
suggested and described. 

8. Turbulent stresses 
It has been pointed out (Hermanson 1985) that most of the observed heat-release 

effects can be attributed to the decrease in the turbulent shear stresses. Velocity and 
density profiles obtained experimentally as well as the measured layer growth rate 
were used to compute the turbulent shear stress profiles in his experiments. In the 
numerical simulations performed here, it is possible to compute the turbulent shear 
stresses directly. The turbulent stresses are almost completely determined by the 
behaviour of the spanwise structures in our flow. 

The computed Favre (density weighted)-averaged turbulent shear stress profiles 
(pz) for runs with and without heat release are shown in figure 11. The wavy 
overbar denotes Favre-averaged quantities, which are defined as, e.g. 

u=-  - PU 

P '  

u" = u-0.  
The straight overbar refers to conventional Reynolds averaging. In the temporal 
calculations this is an average over a horizontal plane. It is well known that the 
turbulent stresses, pu,u;, represent a transport of mean momentum (per unit 
volume). In their Favre-averaged form these stresses include momentum exchange 
mechanisms due to turbulent transport, interactions between the mean flow and 
volumetric changes, and fluctuation-fluctuation interactions (p'u; u;) (Libby & 
Williams 1981). 

The suppression of the shear stress in the heat-release runs is clearly indicated. The 
lower turbulent stresses in the heat-release case imply a lower transport of 
momentum by the turbulence. This also indicates, as will be shown in the next 
section, that less energy is being transferred from the mean flow to the turbulence. 
In addition, the turbulent shear stresses can be directly related to the stability 
characteristics of the mixing layer, providing explanations for the lower growth rates 
of the mixing layer. 

The fluctuating quantities are then given by 

-v 
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FIGURE 11. Favre-averaged turbulent shear stress profile, run 1 (no heat release), run 2 (heat 
release), t = 48. 

9. Turbulent kinetic energy 
Closely related to the turbulent shear stresses is the turbulent kinetic energy. 

Examination of the behaviour of  the turbulent kinetic energy can provide a useful 
way to interpret the effects of heat release on the turbulent motions and to account 
for some of the observations in the heat-release runs. Furthermore, the turbulent 
kinetic energy and its production, redistribution, and viscous dissipation are 
important aspects of the flow that must be treated in many of  the models currently 
used to describe turbulent flows. 

The turbulent kinetic energy profile ( S u x )  for runs with and without heat 
release is shown in figure 12 at a non-dimensional time o f t  = 48. This corresponds to 
a time after the rollup o f  the most unstable mode and before the rollup of its 
subharmonic is complete. Again, these large-scale modes provide the dominant 
contribution to the turbulent kinetic energy. From this figure it can be seen that the 
total turbulent kinetic energy is less for the heat-release run. This is consistent with 
the earlier observations o f  less product formation and lower growth rates, since lower 
turbulence levels imply lower turbulent transport rates, resulting in a lower 
exchange of mass, momentum, and energy among fluid elements. 

To understand how a lower turbulent kinetic energy profile results, it is useful 
to examine its transport equation. Written in Favre-average form, the transport 
equation for the turbulent kinetic energy is given by 

1- where q = ei ui is the turbulent kinetic energy per unit mass. 
The first term 0; the right-hand side describes the exchange of energy between the 

mean flow and the fluctuating motion. This production of kinetic energy is seen to 
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FIGURE 12. Turbulent kinetic energy profile, run 1 (no heat release), run 2 (heat release), t = 48. 
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FIQURE 13. Production term in Favre-averaged turbulent kinetic energy equation, run 1 (no 
heat release), run 2 (heat release), t = 48. 

be equal to the product of the mean velocity gradient and the turbulent stresses. In 
the mixing layer simulated here, the only non-zero contribution of this term is for 
i = 1 and k = 2. The profile of the turbulent production is shown in figure 13 at 
t = 48. Production is greatest a t  the centre of-the mixing layer where the velocity 
gradient and turbulent stresses are the largest. (In the following plots, negative 
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FIGURE 14. Turbulent transport term in kinetic energy equation, run 1 (no heat release), run 2 
(heat release), t = 48. 

values indicate a production of turbulent energy.) Although it was shown that the 
velocity gradient is steeper in the cases with heat release, the total turbulent kinetic 
energy production is less with heat release owing to the smaller turbulent stress 
term as shown in the previous section (figure 11). The velocity profile is plotted in 
figure 5. 

The second term on the right is a conservative term and describes the redistribution 
of kinetic energy by the fluctuating velocity field. Figure 14 shows that turbulent 
transport tends to convect energy from the centre of the mixing layer, where the 
turbulent intensity is highest, to the outer regions. With the lower turbulence 
intensities that are seen in the heat-release runs, this term is of a lower magnitude 
in this case. 

The effects of pressure fluctuations on the turbulent kinetic energy are described 
by the term u;ap’/ax,. The value of this term is plotted in figure 15 at t = 48. This 
term is of the same order of magnitude as the production term, but has an opposite 
sign and does not appear to be as greatly affected by the heat release. The physical 
interpretation of this contribution can be clarified somewhat by writing it as 

The first term on the right-hand side is a conservative term describing the 
redistribution of kinetic energy by pressure fluctuations. The second term, which is 
zero for constant-density flows, is a source of kinetic energy resulting completely 
from the combustion. The contribution of these two terms for the heat-release run is 
shown in figure 16. The transport due to the pressure fluctuations is not much 
changed between the runs with and without heat release, although the peak 
magnitude is less in the heat-release runs. In both cases the pressure fluctuations act 

11 FLM 199 
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FIGURE 15. Velocity-pressure gradient correlation, run 1 (no heat release), run 2 (heat release), 
t = 48. 
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FIQURE 16. Contribution of expansion and pressure fluctuations to the velocity-pressure 
gradient correlation. 
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to transport energy away from the centre of the layer to the outer regions. The 
contribution due to the velocity divergence leads to an increase in kinetic energy at 
the centre af the vortices. In this respect the heat release acts to increase the 
turbulence level, although this effect is overshadowed by the decrease in the mean- 
flow production term. 

From the results presented here, it is seen that the most significant effects of heat 
release on the turbulent kinetic energy balance are felt through the reduction in the 
mean-flow production of turbulent kinetic energy. A smaller contribution acting to 
increase the turbulence intensity is felt through the expansion part of the pressure 
gradientivelocity correlation. This production is, however, small in these simulations 
compared with the decrease in the mean-flow production term, yielding an overall 
lower turbulent kinetic energy profile. For higher rates of heat release, the term 
au;/axi would increase, resulting in more internal energy being converted to kinetic 
energy, and possibly, an overall increase in the turbulent kinetic energy. 

10. Vorticity dynamics 
Another approach to studying the flow and interpreting the effects of heat release 

on the flow field is in terms of vorticity dynamics. This allows a description of the 
flow directly in terms of the dynamics of the large-scale structures. In a two- 
dimensional flow without heat release or viscosity, the vorticity of a fluid particle is 
conserved, and the vorticity field can be used to directly visualize the flow field. In 
a three-dimensional flow, or a flow with density variations or expansion, this 
conservation property is no longer valid and hence the vorticity no longer serves as 
a reliable fluid marker. However, the dynamics of the flow field can still be 
understood and interpreted by studying the vorticity field. 

In a general three-dimensional flow, the vorticity equation can be written in the 
following form : 

D o  1 

Dt P Re 
-- - (0. V ) v  - o ( V  . v )  + vp x2vp + - (VZo). 

Four different mechanisms can be identified that alter the vorticity: vortex tube 
stretching and turning ( o . V ) v ,  thermal expansion, o ( V  . u ) ,  baroclinic torques, 
(Vp x V p ) / p 2 ,  and viscous diffusion. For a low-Mach-number flow without heat 
release, the expansion and baroclinic torque terms will be very small. When density 
changes due to heat release do occur, these two mechanism can be important in the 
vorticity dynamics. 

The instantaneous spanwise component of vorticity (03) at times of 48 and 72 is 
shown in figures 17 and 18 for runs 1 and 2. In the following figures dashed contour 
lines indicate negative vorticity (local rotation of fluid elements in the clockwise 
direction) and solid lines indicate positive vorticity. One of the most apparent 
differences between these two figures is that, for the simulations with heat release, 
the maximum amplitude of the vorticity, which occurs in the vortex cores, has 
decreased substantially. Furthermore, the vorticity is not as concentrated in the 
centre of the large structures as in the constant-density case. Also note the regions 
of positive-signed vorticity that appear at the outer edges of the vortex structures 
for the case with heat release. These reflect the generation of small eddies with a 
circulation opposite to that of the large spanwise structures. 

As mentioned above, the mechanisms that produce the observed changes in the 
vorticity field in the heat-release runs are the baroclinic torques and thermal 

11-2 
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FIGURE 17. Spanwise component of vorticity, no heat release. (a) t = 48, contour level from 
- 1.3 to 0. ( b )  t = 72, contour level from -0.9 to 0. 

expansion. In an expanding flow, V - v is positive ; therefore, the effect of thermal 
expansion results in a decrease in the magnitude of vorticity. This can be understood 
by angular momentum considerations, since as a fluid element expands owing to  heat 
release, the magnitude of its local rotation rate, and hence its vorticity, must 
decrease to conserve angular momentum. 



t 

6TE 

FIGURE 18. Spanwise component of vorticity, heat release. (a )  t = 48, contour level from -0.8 
to 0. ( b )  t = 72, contour level from -0.7 to  0.2. 

The instantaneous value of the spanwise component of the expansion term is 
shown in figure 19 a t  two different times. Thermal expansion occurs as heat is 
released by the chemical reaction, so that this term also gives a good indication of 
the reaction zone. The rate of reaction is highest where the inflow of reactants into the 
reaction zone is the highest. This occurs in the regions of highest strain, which are 
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FIQURE 19. Instantaneous value of spanwise component of expansion term in 
run 2, spanwise plane z = 0. (a )  t = 48, contour level from -0.03 to 0.005. ( b )  t 
from -0.025 to 0.01. 

vorticity equation, 
= 72, contour level 

located in the braids. The result of the expansion is a decrease in the magnitude of 
vorticity, which in part explains the changes in the vorticity field that result when 
exothermic chemical reactions occur. (For a temperature-dependent reaction, the 
high dissipation rates in the braids can cause local quenching of the flame so that the 
reaction rate is not necessarily highest in the regions where the inflow of reactants is 
the highest (Peters 1983; Givi et al. 1986). This effect is not addressed here,) 
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The baroclinic torque, (Vp x V p ) / p 2  describes differential fluid accelerations 
resulting from non-aligned pressure gradients. The influence of this term on the flow- 
field development has been conjectured earlier by Wallace (1981). Using simple 
geometric relationships between the density and pressure gradients, Wallace 
reasoned that baroclinic torques may act to reduce entrainment velocities into the 
mixing layer. The simulation results presented here allow a detailed examination of 
the actions of this mechanism. Plots of the spanwise component of the baroclinic 
torque at  specific spanwise locations show an alternating sign across the reaction 
surface and no contribution in the vortex cores (figure 20). This can be understood 
by recognizing that the density gradient changes sign across the reaction surface, and 
that the pressure-gradient vector points approximately radially outward from the 
vortex cores. In the vortex cores the pressure and density gradients are 
approximately aligned, so there is little contribution of this term here. As the layer 
rolls up and winds around itself, the baroclinic torque takes on the complicated 
structure shown in figure 20 (b) ,  indicating an attempt to generate counter-rotating 
motions across regions of the reaction zone. Comparisons with the results of two- 
dimensional simulations show that these effects are dominated by two-dimensional 
dynamics. 

Comparing figures for the spanwise vorticity component (figure 18) and the 
instantaneous baroclinic torque (figure 20) shows that the regions of positively signed 
vorticity at  the outer regions of the vortices, and also the appearance of multiple 
extrema in the vorticity field, are a result of the baroclinic torque. The overshoot in the 
velocity profile seen in the previous section (figure 5 )  reflects the generation of 
positive vorticity in this region by the baroclinic torque. This is also possibly the 
mechanism that produces the previously unexplained inflexion points seen in the 
velocity profile at  the outer edges of jet diffusion flames by Yule et al., and in mixing 
layers with chemical heat release (M. G. Mungal 1986 ; J. Hermanson 1986, private 
communications). 

In an attempt to understand the relative importance of the expansion and 
baroclinic torque on the development of the flow, average values of these two terms 
are plotted as a function of the height across the mixing layer for a sequence of times 
(figure 21). (Negative values indicate a decrease in the magnitude of vorticity.) The 
magnitude of the expansion term is seen to be initially larger than the baroclinic 
torque term. At later times, the amplitudes of the two terms are comparable. Note 
that the expansion term consistently produces a net decrease in vorticity. The 
baroclinic torque tends to decrease the vorticity near the upper and lower limits of 
the dynamically active region, at  least during the initial stages when the two- 
dimensional modes dominate the flow. This is consistent with the generation of 
regions of positive vorticity at the edges of the cores (figure 20). Note also that the 
baroclinic vorticity generation on the centreline is occurring in the braids rather than 
the cores. 

The more diffuse vortex structures which result from the baroclinic torque and 
thermal expansion lead to a slower rollup of the layer, thus reducing the straining of 
the reaction interface and decreasing the mass entrainment into the layer. This 
accounts for much of the decrease seen in the overall product formation and the 
changes in the layer growth rate. In $7 it was shown (figures 6 and 7) that with heat 
release, the layer growth rate initially increases, and then decreases compared with 
the constant-density case. The initial increase was explained to be due to thermal 
expansion, which tends to shift the whole layer outward. Later in the development 
of the mixing layer the growth is dominated by the large-scale rollup and pairing 
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FIGURE 20. Instantaneous value of spanwise component of baroclinic torque, spanwise plane z = 0. 
(a) t = 48, contour level from -0.04 to 0.06. ( b )  t = 72, contour level from -0.05 to 0.05. 

processes. Since these processes are inhibited by heat release, the constant-density 
mixing layer will then grow faster. 

The effects of heat release on the three-dimensional, spanwise variation in the 
reactant concentrations presented earlier can also be interpreted in terms of the 
vorticity dynamics. Secondary instabilities in the flow are characterized by counter- 
rotating streamwise vortices (Bernal 1981). The flow field induced by these vortices 
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enhances mixing and increases the surface area of the interface between the two 
reacting chemical species, as shown in figure lO(a). In  figure 22 the streamwise 
component of  vorticity a t  a time o f t  = 72 is shown in a (y, z)-plane (the mean flow 
is normal to  the figure). Comparing this with a similar plot from run 2 (figure 23) 
shows a less intense streamwise component of vorticity when heat release 
accompanies the chemical reaction. The changes seen between these two figures are 
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typical of other streamwise cuts. These structures are subject to alteration by the 
same mechanisms (baroclinic torques and thermal expansion) as the spanwise vortex 
structures. In addition, the slower rollup in the heat-release case results in lower 
strain rates between the spanwise structures, inhibiting streamwise vorticity 
amplification from vortex stretching. The effect of this on the reactant field is the less 
wrinkled spanwise variation of the reaction zone as seen in figure lO(b) .  

FIQURE 21. Horizontal average value of baroclinic torque and expansion terms transversing the 
mixing layer. (a )  t = 12, ( b )  24, (c) 48, (d )  72. 
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FIGURE 22. Streamwise component of vorticity, (heat release) at one (y, +plane, t = 72. 

Contour level from -0.12 to 0.18. 

FIGURE 23. Streamwise component of vorticity, (no heat release) at one (y, 2)-plane, t = 72. 
Contour level from -0.8 to  1.4. 
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11. Stability considerations 
The question of how the stability characteristics of the mixing layer are affected 

by heat release is important from both physical and numerical viewpoints. If, as a 
result of density changes, the unstable modes shift to other wavelengths, or if the 
growth rates change, this certainly will affect the growth of the mixing layer and the 
rate at which chemical products are formed. From a computational point of view, it 
is not possible to look at a continuous distribution of wavelengths. Because of the 
periodic boundary conditions employed here, only disturbances with wavelengths 
tha t  divide exactly into the computational domain are allowed (i.e. h = domain 
length/n, where n is a positive integer less than the number of modes retained in the 
simulations). Therefore, if the most unstable modes shift to different wavelengths, 
dynamically important effects may be overlooked. 

To address this question, a linear stability analysis of a simplified model problem 
was carried out in conjunction with the simulations. This analysis involved a shear 
layer with a piecewise linear velocity profile with a low density in the velocity 
transition region (figure 24). The velocity and density in the free stream (IyI > 1) were 
constant, and the density in the transition zone (Iyl < 1)  was also constant and given 
by po( 1 -@), where 0 < p < 1. Although this does not exactly describe the conditions 
in the simulations reported here, the basic characteristics of the two are similar, so 
that the general trends indicated by the analysis are expected to be true of the 
simulations. Details of the analysis have been given by McMurtry (1987). 

The results of this analysis are plotted in figure 25, which show the growth rate of 
any individual unstable mode (specified by its wavenumber) for a given value of @. 
As the density decreases (increasing p ) ,  the most unstable mode, represented as the 
maximum value on each curve, shifts to a lower wavenumber (longer wavelength). 
The growth rates of the unstable modes are also seen to decrease as' the density is 
lowered, a result consistent with the lower growth rates discussed in $7. 

The energy E(k,, k,) contained in the two-dimensional modes k, = 1, k, = 0 (this 
correlates reasonably well with the most unstable two-dimensional mode in the 
constant-density mixing layer with a hyperbolic mean velocity profile) and k, = t, 
k, = 0 (the subharmonic of the most unstable mode) as a function of time is shown 
in figures 26 and 27 for runs 1 and 2. This energy is defined as 

where 

Here d ( k ,  t )  are the Fourier components of the velocity andf(ky, y) is either sin(k, y)  
or cos(k,y), depending on the component of the velocity under consideration. In  the 
following discussion, we analyse the temporal behaviour of the energies in these 
Fourier modes. 

In figure 26, the energy contained in the fundamental mode (E l ,o )  is compared for 
runs 1 and 2. For the constant-density case this is the most unstable frequency and 
is seen to grow until a time of 40, at which point it reaches a quasi-equilibrium, 
saturated state (Riley & Metcalfe 1980b). The behaviour of this mode changes 
significantly when heat release occurs. The growth drops off a t  a level well below the 
incompressible saturation level and a t  a much earlier time (figure 26), although the 
initial growth before much density change occurs (up to about t = 7)  is the same in 
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FIQURE 24. Configuration for stability analysis. 
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FIGURE 25. Results from linear stability analysis. Growth rates of the unstable modes are plotted 
for different values of the density (varying /3) in the velocity transition region. 

the two cases. The subsequent growth of this mode after t = 30 is due to it,s growth 
as a component of the subharmonic mode. The energy in the subharmonic (E;,,) 
increases until it reaches its saturation level a t  a time of 65 in the constant-density 
case (figure 27). The subharmonic remains unstable with the addition of heat to the 
flow, but grows a t  a slower rate than in the constant-density case. The energy in the 
three-dimensional modes (the sum of E(k,,  k,) for all k, and k, =I= 0) is also seen to be 
less for the heat release run, as shown in figure 28. 

The results of the simplified linear analysis for the linear profiles compare 
favourably with the simulation results. The density changes occurring in run 2 
correspond to  a of 0.5. With this amount of heat release, the most unstable mode 
in the constant-density case is predicted to be stable, which is consistent with the 
model behaviour in the simulations (figure 26). From the stability analysis, the 
actual most unstable mode shifts to the wavenumber corresponding to that of the 
subharmonic of the most unstable mode in the constant-density case (0.22). From 
figure 27, the growth rate (E-'aE/at) of the subharmonic is shown to decrease from 



328 

A M 
L Q) 

9 

10-3 

10-4 

10-5 

P .  A .  McMurtry, J .  J .  Riley and R. W .  Metcalfe 

E 1 I I I I I I I I 4 
,-, Run I (no heat release) - - - Run 2 (heat release) 3 

10 20 30 40 50 60 70 80 90 100 

Time 

FIQURE 26. Comparison of energy in fundamental mode, with and without heat release. 
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FIGURE 27. Comparison of energy in subharmonic, with and without heat release. 

0.18 to 0.13, while in the simulations the computed growth rate of the subharmonic 
decreased from 0.12 to 0.09 in the heat-release case. In figure 28 this lower growth 
rate of the subharmonic is indicated by the smaller slope. 

The laboratory experiments on mixing layers, which clearly show lower growth 
rates of the mixing layer as heat release is increased, do not lead to  any firm 
conclusions regarding the suppression of modes or a shift in the wavelengths of the 
most unstable modes. Although the experiments performed by Hermanson (1985) 
appear to indicate a slight decrease in the spacing (wavelengths) between the vortex 
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FIQURE 28. Comparison of energy in three-dimensional modes with and without heat release. 

cores when heat release occurs, this observation alone does not confirm or contradict 
the possibility that the frequencies of the unstable modes are shifted to longer 
wavelengths by heat release. In  particular, if the heat release acts to eliminate only 
the highest-wavenumber components as suggested in the previous analysis (figure 
25), this would only be seen in the near field of the splitter plate. If the growth rates 
of lower modes are also inhibited, as suggested by the analysis presented here, this 
would delay pairing of adjacent structures, resulting in an apparent decrease in the 
spacing between cortex cores. A distinct suppression of modes and a change in the 
wavelengths of the unstable modes has been observed, however, in experiments on 
jet flames. Schlieren photographs of the near nozzle region by Savaq & Gollahalli 
(1986) and Gollahalli et al. (1986) show that the presence of flames substantially 
suppresses the formation and development of both organized structures and 
secondary azimuthal instabilities. Measurements by Yule et al. (1981) show the 
frequencies of the most energetic modes decrease as heat release is increased, a result 
consistent with the simulations and analysis presented here. 

12. Summary 
The simulation results discussed here and related laboratory experiments have 

shown that, when heat release accompanies chemical reaction, the mixing layer 
grows a t  a lower rate and the amount of product formed decreases. In  addition, an 
overshoot in the velocity profile appears. A study of the flow in terms of vorticity 
dynamics explored two mechanisms that do not act in constant-density flows: the 
baroclinic torque and thermal expansion. The action of these mechanisms was shown 
to result in more diffuse vortices when heat release accompanies the chemical 
reaction. For higher rates of heat release it may be expected that the baroclinic 
generation of vorticity may produce stronger counter-rotating eddies a t  the outer 
regions of the large-scale spanwise structures and become a more important 
mechanism for enhanced mixing in the shear layer. At the largest scales (which 
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dominate the dynamics of the flow and account for most of the turbulent transport), 
the altered vorticity distribution resulted in slower rollup of the most unstable 
modes, giving lower growth rates and less entrainment of unmixed fluid. This was 
indicated by the lower energies and growth rates of the unstable modes computed in 
the simulations and confirmed by a stability analysis of a simplified model problem 
similar to the mixing-layer flow simulated here. The appearance of ‘humps’ in the 
velocity profile were shown to  be the result of vorticity generation in the outer 
regions of the spanwise vortices by baroclinic torques. 

The turbulent kinetic energy and the turbulent shear stresses are closely related, 
since the turbulent stresses are a direct indication of the kinetic energy transfer from 
the mean flow to or from the turbulence. Lower values of both the turbulent kinetic 
energy and the turbulent stresses were observed in the heat release runs. This can be 
related directly to the vorticity dynamics by realizing that in turbulent flows, the 
largest eddies (vortices) are responsible for most of the transport of momentum and 
scalar quantities. The weaker large-scale vortices that result when heat release occurs 
transport less momentum, which is exactly what the lower values of the turbulent 
shear stresses indicate. The transport rates of the chemical reactants will also result 
in less product formation, as observed in the simulations and laboratory experiments. 
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